
Materials and Methods
• We leverage the following resources in our 

experiments:

• Online Slang Dictionary (OSD; 
onlineslangdictionary.com) for slang lexical 
entries and their definitions.

• WordNet for existing definitions of words.
• fastText for pretrained word embeddings.

• We exclude acronyms and remove possibly 
conventionalized slang definitions that have 
significant word overlap in the set of content words.

• Our resulting dataset contains 4,256 slang definitions 
from 2,128 distinct words. These slang definitions 
are split into a 90% training set for parameter 
learning and a 10% test set for model evaluation.

• Definition sentences are represented by summing 
fastText embeddings of the corresponding set of  
contents words.

• The free kernel width parameters are learned by 
optimizing the negative log-likelihood of the 
posterior on the training definitions using quasi-
newton methods.

Results

Slang Generation as Categorization

Introduction
• Slang is ubiquitous in human language yet its cognitive bases are not well understood.
• Previous research has characterized slang as a social phenomenon (Labov, 1972, 2006), and in the context 

of cognitive science, focused on comprehension of metaphors (Kao, Bergen, & Goodman, 2014).
• We examine whether it is feasible to forecast lexical choices for novel usages of slang with linguistic 

resources alone, using categorization models inspired by two key ideas from historical word sense 
extension: semantic chaining (Ramiro et al., 2018) and parallel semantic change (Lehrer, 1985, Xu & 
Kemp, 2015).

• Task: Given a slang sense such as “awesome, nice” as illustrated in Figure 1, we wish to predict the word 
choice made by the speaker among possible alternative words within our vocabulary. In the illustrated case, 
the target word sick might be chosen if its existing senses relate to the novel slang sense, and words similar 
to the target word sick such as wicked might also have a good chance of being chosen.

• We found that categorization models capture substantial predictability in the emergence of novel slang 
usages. Adding collaborative filtering further enhances both the accuracy and generalizability of the models.

Computational Formulation
• Given a slang sense S, find a word w in our lexicon that 

best captures its meaning by estimating the distribution:

• Categorization approach: Compute the likelihood of S
given existing definitions                                          of 
word w:

• Collaborative Filtering: On top of estimating the 
maximum likelihood, we also integrate over a set of 
neighboring candidate words:

• We assess our models by ranking all candidate words according to the posterior distribution             from the 
categorizations models. We then compute the Area-Under-Curve (AUC) statistics for the Receiver-Operator Type 
(ROC) curve (Figure 2a, 2b) and the expected rank of the corresponding ground-truth words.

• All three types of categorization models perform better than chance, while 1NN and Prototype both perform better 
than the Exemplar model. 

• Collaboratively filtered models achieve better AUC and expected rank on both the training set and testing set 
compared to their respective basic categorization models (Figure 2c, 2d).

• Our categorization framework was able to capture substantial predictability in slang generation without explicitly 
modeling external social variables, where predictability can be further enhanced by collaboratively filtering on 
semantically similar words.
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Figure 2: Summary of results in terms of both AUC and Expect Rank measures.
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Figure 1: Illustration of the slang generation problem
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• Similarity between the slang and existing definitions
• are computed using one of the categorization models:

• Similarity between pairs of definitions and words are 
computed as follows with two free h parameters:

• 1NN (Ramiro et al., 2018):

• Exemplar (Nosofsky, 1986):

• Prototype (Rosch, 1975):

a) ROC-Type Curve - Train b) ROC-Type Curve - Test c) Collaborative Filtering - AUC d) Collaborative Filtering – E[Rank]

Table 1: Example of model success.

Table 2: Example that illustrate how collaborative filtering helps predicting slang word choice.
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